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(57) ABSTRACT

A first depth map is generated in response to a stereoscopic
image from a camera. The first depth map includes first pixels
having valid depths and second pixels having invalid depths.
In response to the first depth map, a second depth map is
generated for replacing at least some ofthe second pixels with
respective third pixels having valid depths. For generating the
second depth map, a particular one of the third pixels is
generated for replacing a particular one of the second pixels.
For generating the particular third pixel, respective weight(s)
is/are assigned to a selected one or more of the first pixels in
response to value similarity and spatial proximity between the
selected first pixel(s) and the particular second pixel. The
particular third pixel is computed in response to the selected
first pixel(s) and the weight(s).
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METHOD, SYSTEM AND COMPUTER
PROGRAM PRODUCT FOR ENHANCING A
DEPTH MAP

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims priority to U.S. Provisional Patent
Application Ser. No. 61/550,686, filed Oct. 24, 2011, entitled
METHOD FOR GENERATING DENSE DISPARITY MAP,
naming Buyue Zhang et al. as inventors, which is hereby fully
incorporated herein by reference for all purposes.

BACKGROUND

The disclosures herein relate in general to image process-
ing, and in particular to a method, system and computer
program product for enhancing a depth map.

An image processing system can try to determine respec-
tive depths of pixels within a stereoscopic image. Neverthe-
less, if a pixel’s respective depth is indeterminate (e.g., as a
result of occlusion, and/or exceeding a search range bound-
ary, within the stereoscopic image), then various operations
(e.g., view synthesis, background substitution, and gesture
control) of the image processing system are potentially com-
promised. In attempts to handle this problem, previous tech-
niques (e.g., bilinear interpolation) have introduced other
shortcomings, such as blurred edges between different
objects and/or different regions within the stereoscopic
image.

SUMMARY

A first depth map is generated in response to a stereoscopic
image from a camera. The first depth map includes first pixels
having valid depths and second pixels having invalid depths.
In response to the first depth map, a second depth map is
generated for replacing at least some of the second pixels with
respective third pixels having valid depths. For generating the
second depth map, a particular one of the third pixels is
generated for replacing a particular one of the second pixels.
For generating the particular third pixel, respective weight(s)
is/are assigned to a selected one or more of the first pixels in
response to value similarity and spatial proximity between the
selected first pixel(s) and the particular second pixel. The
particular third pixel is computed in response to the selected
first pixel(s) and the weight(s).

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of an information handling
system of the illustrative embodiments.

FIG. 2 is a diagram of an example orientation of dual
imaging sensors of a camera of FIG. 1.

FIG. 3 is a diagram of viewing axes of a human’s left and
right eyes.

FIG. 4A is an example stereoscopic image received from
the camera of FIG. 1.

FIG. 4B is an example initial depth map for the stereo-
scopic image of FIG. 4A.

FIG. 4C is an example valid/invalid depth mask for the
initial depth map of FIG. 4B.

FIG. 5 is a flowchart of an operation of a computing device
of FIG. 1.

FIG. 6A is a diagram of a first example window for an
adaptive bilateral filter of the operation of FIG. 5.
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FIG. 6B is a diagram of a second example window for the
adaptive bilateral filter of the operation of FIG. 5.

FIG. 6C is a diagram of a third example window for the
adaptive bilateral filter of the operation of FIG. 5.

DETAILED DESCRIPTION

FIG. 1 is a block diagram of an information handling
system (e.g., one or more portable battery-powered electron-
ics devices, such as mobile smartphones), indicated generally
at 100, of the illustrative embodiments. In the example of
FIG. 1, a scene (e.g., including a physical object 102 and its
surrounding foreground and background) is viewed by a ste-
reoscopic camera 104, which: (a) captures and digitizes
images of such views; and (b) outputs a video sequence of
such digitized (or “digital”) images to an encoding device
106. As shown in FIG. 1, the camera 104 includes dual imag-
ing sensors, which are spaced apart from one another,
namely: (a) a first imaging sensor for capturing, digitizing and
outputting (to the encoding device 106) a first image of a view
for a human’s left eye; and (b) a second imaging sensor for
capturing, digitizing and outputting (to the encoding device
106) a second image of a view for the human’s right eye.

The encoding device 106: (a) receives the video sequence
from the camera 104; (b) encodes the video sequence into a
binary logic bit stream; and (c) outputs the bit stream to a
storage device 108, which receives and stores the bit stream.
A decoding device 110: (a) reads the bit stream from the
storage device 108; (b) in response thereto, decodes the bit
stream into the video sequence; and (c) outputs the video
sequence to a computing device 112.

The computing device 112: (a) receives the video sequence
from the decoding device 110 (e.g., in response to a command
from a display device 114, such as a command that a user 116
specifies via a touchscreen of the display device 114); and (b)
outputs the video sequence to the display device 114 for
display to the user 116. Substantially concurrent with such
receiving (from the decoding device 110) and such outputting
(to the display device 114) in real-time, the computing device
112 automatically: (a) generates respective depth maps for
images of the video sequence, as discussed hereinbelow in
connection with FIGS. 2 through 6C; (b) performs various
operations (e.g., view synthesis, background substitution,
and gesture control on the display device 114) in response to
such depth maps, so that results of such operations are dis-
played to the user 116 by the display device 114; and (c)
writes such depth maps for storage into the storage device
108.

The display device 114: (a) receives the video sequence
from the computing device 112 (e.g., in response to a com-
mand that the user 116 specifies via the touchscreen of the
display device 114); and (b) in response thereto, displays the
video sequence (e.g., stereoscopic images of the object 102
and its surrounding foreground and background), which is
viewable by the user 116 with 3D effect. The display device
114 is any suitable display device that includes a stereoscopic
display screen whose optical components enable viewing by
the user 116 with 3D effect, such as a suitable plasma display
screen, liquid crystal display (“LCD”) screen, or light emit-
ting diode (“LED”) display screen. In one example, the dis-
play device 114 displays a stereoscopic image with 3D effect
for viewing by the user 116 through special glasses that: (a)
filter the first image against being seen by the right eye of the
user 116; and (b) filter the second image against being seen by
the left eye of the user 116. In another example, the display
device 114 displays the stereoscopic image with 3D effect for
viewing by the user 116 without relying on special glasses.
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The encoding device 106 performs its operations in
response to instructions of computer-readable programs,
which are stored on a computer-readable medium 118 (e.g.,
hard disk drive, nonvolatile flash memory card, and/or other
storage device). Also, the computer-readable medium 118
stores a database of information for operations of the encod-
ing device 106. Similarly, the decoding device 110 and the
computing device 112 perform their operations in response to
instructions of computer-readable programs, which are
stored on a computer-readable medium 120. Also, the com-
puter-readable medium 120 stores a database of information
for operations of the decoding device 110 and the computing
device 112.

The system 100 includes various electronic circuitry com-
ponents for performing the system 100 operations, imple-
mented in a suitable combination of software, firmware and
hardware, such as one or more digital signal processors
(“DSPs”), microprocessors, discrete logic devices, applica-
tion specific integrated circuits (“ASICs”), and field-pro-
grammable gate arrays (“FPGAs”). In one embodiment: (a) a
first mobile smartphone includes the camera 104, the encod-
ing device 106, and the computer-readable medium 118,
which are housed integrally with one another; and (b) a sec-
ond mobile smartphone includes the decoding device 110, the
computing device 112, the display device 114 and the com-
puter-readable medium 120, which are housed integrally with
one another.

In an alternative embodiment: (a) the encoding device 106
outputs the bit stream directly to the decoding device 110 via
anetwork, such as a mobile (e.g., cellular) telephone network,
a landline telephone network, and/or a computer network
(e.g., Ethernet, Internet or intranet); and (b) accordingly, the
decoding device 110 receives and processes the bit stream
directly from the encoding device 106 substantially in real-
time. In such alternative embodiment, the storage device 108
either: (a) concurrently receives (in parallel with the decoding
device 110) and stores the bit stream from the encoding
device 106; or (b) is absent from the system 100.

FIG. 2 is a diagram of an example orientation of the dual
imaging sensors 202 and 204 (of the camera 104), in which a
line between the sensors 202 and 204 is substantially parallel
to a line between eyes 206 and 208 of the user 116. In this
example, while the sensors 202 and 204 have such orienta-
tion, the camera 104 captures and digitizes images with a
landscape aspect ratio.

FIG. 3is adiagram of viewing axes of the left and right eyes
of'theuser 116. Inthe example of FIG. 3, a stereoscopic image
is displayed by the display device 114 on a screen (whichis a
convergence plane where viewing axes of the left and right
eyes naturally converge to intersect). The user 116 experi-
ences the 3D effect by viewing the stereoscopic image on the
display device 114, so that various features (e.g., objects)
appear on the screen (e.g., at a point D1), behind the screen
(e.g., at a point D2), and/or in front of the screen (e.g., at a
point D3).

Within the stereoscopic image, a feature’s disparity is a
horizontal shift between: (a) such feature’s location within
the first image; and (b) such feature’s corresponding location
within the second image. The limit of such disparity is depen-
dent on the camera 104. For example, if a feature (within the
stereoscopic image) is centered at the point D1 within the first
image, and likewise centered at the point D1 within the sec-
ond image, then: (a) such feature’s disparity=D1-D1=0; and
(b) the user 116 will perceive the feature to appear at the point
D1 on the screen, which is a natural convergence distance
away from the left and right eyes.
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By comparison, if the feature is centered at a point P1
within the first image, and centered at a point P2 within the
second image, then: (a) such feature’s disparity=P2-P1 will
be positive; and (b) the user 116 will perceive the feature to
appear at the point D2 behind the screen, which is greater than
the natural convergence distance away from the left and right
eyes. Conversely, if the feature is centered at the point P2
within the first image, and centered at the point P1 within the
second image, then: (a) such feature’s disparity=P1-P2 will
be negative; and (b) the user 116 will perceive the feature to
appear at the point D3 in front of the screen, which is less than
the natural convergence distance away from the left and right
eyes. The amount of the feature’s disparity (e.g., horizontal
shift of the feature from P1 within the first image to P2 within
the second image) is measurable as a number of pixels, so
that: (a) positive disparity is represented as a positive number;
and (b) negative disparity is represented as a negative number.

FIG. 4A is an example pair of images received from the
camera 104, including: (a) a first image 402, as captured by
the sensor 202, for viewing by the left eye 206; and (b) a
second image 404, as captured by the sensor 204, for viewing
by the right eye 208. For example, in association with one
another, the first and second images 402 and 404 are contem-
poraneously (e.g., simultaneously) captured, digitized and
output (to the encoding device 106) by the sensors 202 and
204, respectively. Accordingly, the first image and its associ-
ated second image are a matched pair, which correspond to
one another, and which together form a stereoscopic image
for viewing by the user 116 with three-dimensional (“3D”)
effect on the display device 114. In the example of FIG. 4A,
disparities (of various features between the first and second
images) exist in a horizontal direction, which is parallel to the
line between the sensors 202 and 204 in the orientation of
FIG. 2.

The computing device 112 receives the matched pair of
first and second images from the decoding device 110.
Optionally, in response to the database of information (e.g.,
training information) from the computer-readable medium
120, the computing device 112: (a) identifies (e.g., detects and
classifies) various low level features (e.g., colors, edges, tex-
tures, focus/blur, object sizes, gradients, and positions) and
high level features (e.g., faces, bodies, sky, foliage, and other
objects) within the stereoscopic image, such as by performing
a mean shift clustering operation to segment the stereoscopic
image into regions; and (b) computes disparities of such
features (between the first image and its associated second
image). The computing device 112 automatically generates a
depth map (or “disparity map”) that assigns respective depth
values to pixels of the stereoscopic image (e.g., in response to
such disparities), so that a pixel’s depth value indicates such
pixel’s disparity and vice versa.

FIG. 4B is an example initial depth map, which is gener-
ated by the computing device 112 in response to the stereo-
scopic image of FIG. 4A, where: (a) the first image 402 is a
reference image; and (b) the second image 404 is a non-
reference image. In the example initial depth map of FIG. 4B:
(a) brighter intensity pixels (“shallower pixels”) indicate rela-
tively nearer depths of their spatially collocated pixels within
the reference image, according to various levels of such
brighter intensity; (b) darker intensity pixels (“deeper pix-
els”) indicate relatively farther depths of their spatially col-
located pixels within the reference image, according to vari-
ous levels of such darker intensity; and (c) completely black
pixels (“indeterminate pixels”) indicate that depths of their
spatially collocated pixels within the reference image are
indeterminate, due to at least one error in the depth map
generation by the computing device 112 (“depth error”). The
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depth errors are caused by one or more conditions (e.g.,
occlusion, and/or exceeding a search range boundary, within
the stereoscopic image of FIG. 4A).

FIG. 4C is an example valid/invalid depth mask, in which:
(a) all of the indeterminate pixels are black, which indicates
that their spatially collocated pixels have invalid depth values
(e.g., depth errors) within the initial depth map (FIG. 4B); and
(b) all of the remaining pixels are white, which indicates that
their spatially collocated pixels have valid depth values
within the initial depth map (FIG. 4B).

FIG. 5 is a flowchart of an operation of the computing
device 112. At a step 502, the computing device 112 receives
a stereoscopic image of the scene from the decoding device
110 (e.g., in response to a command that the user 116 specifies
via the touchscreen of the display device 114). The stereo-
scopic image includes a left image Leftl (e.g., image 402) and
a right image Rightl (e.g., image 404).

At a next step 504, the computing device 112 generates a
right-to-left depth map DBasicR2L.(m,n) in response to: (a)
the left image Leftl as the reference image; and (b) the right
image Rightl as the non-reference image. At the step 504, for
each pixel Rightl(m, n) in the right image Rightl, the com-
puting device 112 searches for a corresponding pixel (along a
spatially collocated row in the left image Leftl) that most
closely matches Rightl(m, n). Accordingly, at the step 504,
the computing device 112 generates DBasicR2[.(m,n) as:

DBasicR2L(m, n) = (69)

M N
argmi Z Z |Leftl(m +i, n+ j+k) — Rightlim + i, n+ j)|,
ko i=SM j==N

k € [negR, PosiR]}

where MxN is a block size, and [negR, PosiR] is a negative/
positive disparity search range. In one example, M=3, N=3,
negR=-10%-imageWidth, and PosiR=+10%-imageWidth,
where imageWidth is a width of Leftl or Rightl.

Similarly, at a next step 506, the computing device 112
generates a left-to-right depth map DBasicL2R(m,n) in
response to: (a) the right image Rightl as the reference image;
and (b) the left image Leftl as the non-reference image.
Accordingly, at the step 506, the computing device 112 gen-
erates DBasicL.2R(m,n) as:

DBasicl2R(m, n) = (2)

M N

argkmi Z Z |Rightlm+ i, n + j+ k) — Leftlim + i, n+ j,
=M =N

k € [negR, PosiR]}

At a next step 508, the computing device 112 generates an
initial depth map Drefine. In one example, an initial value of
Drefine is:

Drefine <= DBasicR2L 3)

At the step 508, for each pixel (i, j) in the initial depth map
Drefine, where i=1, 2, . . . imageHeight, and j=1, 2, . . .
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imageWidth, the computing device 112 determines whether
such pixel (i, j) is located: (a) in an occluded area; and/or (b)
on the boundary of the image. To detect occlusion, the com-
puting device 112 compares: (a) the depth value (or “disparity
estimate”) for such pixel (i, j) in the right-to-left depth map
DBasicR2L,; and (b) the depth value for its corresponding
pixel (as determined at the step 504) in the left-to-right depth
map DBasicl.2R. If the two disparity estimates are inconsis-
tent, then the computing device 112: (a) determines that such
pixel (i, ) is located in an occluded area; and (b) accordingly,
marks such pixel (i, j) as an indeterminate pixel (“hole”)
within the initial depth map Drefine. Similarly, at the step
508, if the disparity estimate for such pixel (i, j) in the initial
depth map Drefine causes an out-of-boundary horizontal shift
(exceeding a left or right boundary of the image in a horizon-
tal direction), then the computing device 112 marks such
pixel (i, j) as a hole within the initial depth map Drefine.

The computing device 112 operation at the step 508 is
summarized in Equations (4), (5), (6) and (7).

diff(i,/)=DBasicL2R(i,j+DBasicR2L(i,j))+DBasicR2L
@) Q)

If |difflij|>LRThresh,Drefine(i,/)=DISP_REJECT )

If (7+DBasicR2L(i,/))<1,Drefine(i,/)=DISP_REJECT (6

If (7+DBasicR2L(i,j))>imageWidth,Drefine(,/)

=DISP_REJECT )

In one example, the computing device 112 sets: (a)
LRThresh to 4 for 8-bit image data; and (b) DISP_REJECT to
-200, so that DISP_REIJECT is a value outside the negative/
positive disparity search range [negR, PosiR].

Various operations (e.g., view synthesis, background sub-
stitution, and gesture control) of the computing device 112
would be potentially compromised by the holes in the initial
depth map Drefine. To improve those various operations, the
computing device 112 generates a final depth map Ddense
that: (a) fills such holes by replacing them with pixels that
have valid depth values; and (b) preserves edges from within
the initial depth map Drefine. Accordingly, the computing
device 112 performs those various operations in response to
the final depth map Ddense instead of the initial depth map
Drefine.

At a next step 510, in response to the initial depth map
Drefine(k,1), the computing device 112 implements an adap-
tive bilateral filter to generate the final depth map Ddense(k,
1), which the computing device 112 computes as:

k+N N
Ddense(k, [) = Z Z ABF(m, n; k, )Drefine(m, n),
m=k—N n=l-N

®

where ABF(m,n; k1) is the adaptive bilateral filter for filling
the holes. Accordingly, Ddense(k,]) includes no holes, so that
all of its pixels have respective valid depth values.

For each hole, whose respective coordinate is [k,1] within
Drefine(k,1), the adaptive bilateral filter ABF(m,n; k,1) speci-
fies respective weights of other pixels having valid depth
values within a (2N+1)x(2N+1) window that is centered at the
coordinate [k,1] within Drefine(k,1). The computing device
112 computes the adaptive bilateral filter ABF(m,n; k,1) as:
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(m—k?+n-07°

3
%Z (Lefil(m, n, i) — Lefilim —k, n — I, )*
i=1

)

-1 i=
ABF(m, my k, [) = ’kvlexp(_( 24 (N ]]eXp .

2
202

[m, n] € Quy and Drefine(m, n) is valid

0, else

where [k,1] is the coordinate of the center pixel of the window,
0 ,(*) is the standard deviation of the domain Gaussian filter
and a function of N, 0, is the standard deviation of the range
Gaussian filter, 1, ; normalizes volume under the filter to unity
as shown in Equation (10), €, ~{[m,n]:[m,n]e[k-N, k+N]x
[1-N, 1+N]}, and N is the half size of the window.

N N

10

In response to determining that the 3x3 window 602
includes only holes, the computing device 112: (a) increases
N by 1, so that N=2, which grows the (2N+1)x(2N+1) win-
dow into the 5x5 window 604 (FIG. 6B); and (b) determines
whether the 5x5 window 604 includes at least one pixel that

10

i) — Leftl(m —k, n—1, i))?

1 3
ek 5; (Leftl(m, n,
rk,l = Z CXP(—( ZU—d(N)Z ]]exp -

m=k—N n={—N

In this example, Equations (9) and (10) are functions of the
left image Leftl, because the initial value of Drefine is
DBasicR2L.. By comparison, in a different example: (a) the
initial value of Drefine is DBasicL.2R instead of DBasicR2L;
and (b) accordingly, Equations (9) and (10) are functions of
the right image Rightl instead of the left image Leftl.

Different red-green-blue color (“RGB”) values often rep-
resent different objects or different regions that: (a) are sepa-
rated by edges; and/or (b) have different disparities. Accord-
ingly, the adaptive bilateral filter ABF(m,n; k1) assigns
smaller weights to pixels that either: (a) have spatially collo-
cated pixels whose RGB values within Left] are more difter-
ent from the RGB value of coordinate [k,1] within Left]; or (b)
are spatially more distant from the center pixel’s coordinate
[k.1]. Conversely, the adaptive bilateral filter ABF(m,n; k,1)
assigns larger weights to pixels that both: (a) have spatially
collocated pixels whose RGB values within Left] are more
similar to the RGB value of coordinate [k,1] within Leftl; and
(b) are spatially more proximate to the center pixel’s coordi-
nate [k,1]. In that manner, the computing device 112 avoids
grouping disparities across edges and likewise avoids group-
ing disparities from different objects.

FIG. 6A is a diagram of a first example (2N+1)x(2N+1)
window 602 for the adaptive bilateral filter ABF(m,n; k1),
within a representative portion of the initial depth map Dre-
fine. FIG. 6B is a diagram of a second example (2N+1)x(2N+
1) window 604 for the adaptive bilateral filter ABF(m,n; k,1),
within the representative portion of the initial depth map
Drefine. FIG. 6C is a diagram of a third example (2N+1)x
(2N+1) window 606 for the adaptive bilateral filter ABF(m,n;
k,1), within the representative portion of the initial depth map
Drefine. The center pixel’s coordinate [k,1] is indicated by an
“X” in FIGS. 6A through 6C.

For clarity, in FIGS. 6 A through 6C, white pixels are holes,
and black pixels have valid depth values. To fill such holes, the
computing device 112 adaptively grows the half'size N of the
(2N+1)x(2N+1) window, which is centered at the coordinate
[k,1]. The computing device 112: (a) starts with N=1, so that
the (2N+1)x(2N+1) window is initially the 3x3 window 602
(FIG. 6A); and (b) determines whether the 3x3 window 602
includes at least one pixel that has a valid depth value. In the
example of FIG. 6 A, the 3x3 window 602 includes only holes.

2
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has a valid depth value. In the example of FIG. 6B, the 5x5
window 604 includes only holes.

In the same manner, the computing device 112 continues
increasing N by a successive increment of 1 until at least one
pixel has a valid depth value within the (2N+1)x(2N+1) win-
dow. Accordingly, in response to determining that the 5x5
window 604 includes only holes, the computing device 112:
(a) increases N by 1, so that N=3, which grows the (2N+1)x
(2N+1) window into the 7x7 window 606 (FIG. 6C); and (b)
determines whether the 7x7 window 606 includes at least one
pixel that has a valid depth value. In the example of FIG. 6C,
the 7x7 window 606 includes six pixels that have valid depth
values, so the final value for N is 3.

Moreover, a threshold in the domain Gaussian filter o, (N)
is a function of N, as follows:

N 11
caN) = — b

Inthe illustrative embodiments, a computer program prod-
uct is an article of manufacture that has: (a) a computer-
readable medium; and (b) a computer-readable program that
is stored on such medium. Such program is processable by an
instruction execution apparatus (e.g., system or device) for
causing the apparatus to perform various operations dis-
cussed hereinabove (e.g., discussed in connection with a
block diagram). For example, in response to processing (e.g.,
executing) such program’s instructions, the apparatus (e.g.,
programmable information handling system) performs vari-
ous operations discussed hereinabove. Accordingly, such
operations are computer-implemented.

Such program (e.g., software, firmware, and/or microcode)
is written in one or more programming languages, such as: an
object-oriented programming language (e.g., C++); a proce-
dural programming language (e.g., C); and/or any suitable
combination thereof. In a first example, the computer-read-
able medium is a computer-readable storage medium. In a
second example, the computer-readable medium is a com-
puter-readable signal medium.

A computer-readable storage medium includes any sys-
tem, device and/or other non-transitory tangible apparatus
(e.g., electronic, magnetic, optical, electromagnetic, infrared,
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semiconductor, and/or any suitable combination thereof) that
is suitable for storing a program, so that such program is
processable by an instruction execution apparatus for causing
the apparatus to perform various operations discussed here-
inabove. Examples of a computer-readable storage medium
include, but are not limited to: an electrical connection having
one or more wires; a portable computer diskette; a hard disk;
a random access memory (“RAM”™); a read-only memory
(“ROM™); an erasable programmable read-only memory
(“EPROM” or flash memory); an optical fiber; a portable
compact disc read-only memory (“CD-ROM”); an optical
storage device; a magnetic storage device; and/or any suitable
combination thereof.

A computer-readable signal medium includes any com-
puter-readable medium (other than a computer-readable stor-
age medium) that is suitable for communicating (e.g., propa-
gating or transmitting) a program, so that such program is
processable by an instruction execution apparatus for causing
the apparatus to perform various operations discussed here-
inabove. In one example, a computer-readable signal medium
includes a data signal having computer-readable program
code embodied therein (e.g., in baseband or as part of a carrier
wave), which is communicated (e.g., electronically, electro-
magnetically, and/or optically) via wireline, wireless, optical
fiber cable, and/or any suitable combination thereof.

Although illustrative embodiments have been shown and
described by way of example, a wide range of alternative
embodiments is possible within the scope of the foregoing
disclosure.

What is claimed is:

1. A method performed by at least one device for enhancing
a depth map, the method comprising:

generating a first depth map in response to a stereoscopic

image from a camera, wherein the first depth map
includes first pixels having valid depths and second pix-
els having invalid depths; and
in response to the first depth map, generating a second
depth map for replacing at least some of the second
pixels with respective third pixels having valid depths,
wherein generating the second depth map includes gen-
erating a particular one of the third pixels for replacing a
particular one of the second pixels, and wherein gener-
ating the particular third pixel includes assigning respec-
tive weight(s) to a selected one or more of the first pixels
in response to value similarity and spatial proximity
between the selected first pixel(s) and the particular
second pixel, and wherein generating the particular third
pixel includes computing the particular third pixel in
response to the selected first pixel(s) and the weight(s);

wherein the stereoscopic image includes first and second
images, and wherein generating the first depth map
includes: generating a third depth map in response to the
first image as a reference image and the second image as
anon-reference image; generating a fourth depth map in
response to the second image as the reference image and
the first image as the non-reference image; and generat-
ing the first depth map in response to the third and fourth
depth maps.

2. The method of claim 1, wherein at least first ones of the
invalid depths are caused by occlusion within the stereo-
scopic image, and at least second ones of the invalid depths
are caused by exceeding a boundary of the stereoscopic
image.

3. The method of claim 1, wherein value similarity includes
similarity of color value.

4. The method of claim 1, wherein a window includes all of
the selected first pixel(s).
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5. The method of claim 4, wherein the window includes all
of'the selected first pixel(s) and a different one or more of the
second pixels.

6. The method of claim 4, wherein the window is centered
at the particular second pixel.

7. The method of claim 6, wherein generating the particular
third pixel includes growing a size of the window until it
includes at least one of the first pixels for being the selected
first pixel(s).

8. The method of claim 6, wherein assigning respective
weight(s) includes assigning the weight(s) in response to a
size of the window.

9. The method of claim 1, and comprising:

performing a display operation on a display device in
response to the second depth map, wherein the display
operation includes at least one of: view synthesis; back-
ground substitution; and gesture control.

10. A system for enhancing a depth map, the system com-

prising:

a combination of electronic circuitry components for: gen-
erating a first depth map in response to a stereoscopic
image from a camera, wherein the first depth map
includes first pixels having valid depths and second pix-
els having invalid depths; and, in response to the first
depth map, generating a second depth map for replacing
at least some of the second pixels with respective third
pixels having valid depths, wherein generating the sec-
ond depth map includes generating a particular one of
the third pixels for replacing a particular one of the
second pixels, and wherein generating the particular
third pixel includes assigning respective weight(s) to a
selected one or more of the first pixels in response to
value similarity and spatial proximity between the
selected first pixel(s) and the particular second pixel, and
wherein generating the particular third pixel includes
computing the particular third pixel in response to the
selected first pixel(s) and the weight(s);

wherein the stereoscopic image includes first and second
images, and wherein generating the first depth map
includes: generating a third depth map in response to the
first image as a reference image and the second image as
anon-reference image; generating a fourth depth map in
response to the second image as the reference image and
the first image as the non-reference image; and generat-
ing the first depth map in response to the third and fourth
depth maps.

11. The system of claim 10, wherein at least first ones of the
invalid depths are caused by occlusion within the stereo-
scopic image, and at least second ones of the invalid depths
are caused by exceeding a boundary of the stereoscopic
image.

12. The system of claim 10, wherein value similarity
includes similarity of color value.

13. The system of claim 10, wherein a window includes all
of the selected first pixel(s).

14. The system of claim 13, wherein the window includes
all of the selected first pixel(s) and a different one or more of
the second pixels.

15. The system of claim 13, wherein the window is cen-
tered at the particular second pixel.

16. The system of claim 15, wherein generating the par-
ticular third pixel includes growing a size of the window until
it includes at least one of the first pixels for being the selected
first pixel(s).

17. The system of claim 15, wherein assigning respective
weight(s) includes assigning the weight(s) in response to a
size of the window.
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18. The system of claim 10, wherein the combination of
electronic circuitry components is for performing a display
operation on a display device in response to the second depth
map, and wherein the display operation includes at least one
of: view synthesis; background substitution; and gesture con-
trol.

19. A computer program product for enhancing a depth
map, the computer program product comprising:

a non-transitory computer-readable storage medium; and

a computer-readable program stored on the computer-

readable storage medium, wherein the computer-read-
able program is processable by an information handling
system for causing the information handling system to
perform operations including: generating a first depth
map in response to a stereoscopic image from a camera,
wherein the first depth map includes first pixels having
valid depths and second pixels having invalid depths;
and, in response to the first depth map, generating a
second depth map for replacing at least some of the
second pixels with respective third pixels having valid
depths, wherein generating the second depth map
includes generating a particular one of the third pixels
for replacing a particular one of the second pixels, and
wherein generating the particular third pixel includes
assigning respective weight(s) to a selected one or more
of the first pixels in response to value similarity and
spatial proximity between the selected first pixel(s) and
the particular second pixel, and wherein generating the
particular third pixel includes computing the particular
third pixel in response to the selected first pixel(s) and
the weight(s);

wherein the stereoscopic image includes first and second

images, and wherein generating the first depth map
includes: generating a third depth map in response to the
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first image as a reference image and the second image as
anon-reference image; generating a fourth depth map in
response to the second image as the reference image and
the first image as the non-reference image; and generat-
ing the first depth map in response to the third and fourth
depth maps.

20. The computer program product of claim 19, wherein at
least first ones of the invalid depths are caused by occlusion
within the stereoscopic image, and at least second ones of the
invalid depths are caused by exceeding a boundary of the
stereoscopic image.

21. The computer program product of claim 19, wherein
value similarity includes similarity of color value.

22. The computer program product of claim 19, wherein a
window includes all of the selected first pixel(s).

23. The computer program product of claim 22, wherein
the window includes all of the selected first pixel(s) and a
different one or more of the second pixels.

24. The computer program product of claim 22, wherein
the window is centered at the particular second pixel.

25. The computer program product of claim 24, wherein
generating the particular third pixel includes growing a size of
the window until it includes at least one of the first pixels for
being the selected first pixel(s).

26. The computer program product of claim 24, wherein
assigning respective weight(s) includes assigning the weight
(s) in response to a size of the window.

27. The computer program product of claim 19, wherein
the operations include performing a display operation on a
display device in response to the second depth map, and
wherein the display operation includes at least one of: view
synthesis; background substitution; and gesture control.
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